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Abstrak

Penelitian ini bertujuan untuk mengimplementasikan algoritma Naive Bayes dalam
mengklasifikasikan berita online terkait Pemerintah Kota Medan ke dalam kategori Prioritas dan
Non-Prioritas. Dataset yang digunakan terdiri dari 207 judul berita yang dihimpun dari berbagai
sumber online. Setiap judul berita diproses melalui tahapan preprocessing seperti case folding,
tokenizing, stopword removal, dan stemming untuk menghasilkan representasi fitur biner yang
digunakan sebagai input klasifikasi. Pembagian dataset dilakukan dengan komposisi 70% data latih
dan 30% data uji untuk menilai performa model secara objektif. Hasil evaluasi menggunakan
confusion matrix menunjukkan bahwa algoritma Naive Bayes mampu mencapai akurasi sebesar
85,71% dalam mengelompokkan berita ke dalam kategori yang sesuai. Temuan ini menunjukkan
bahwa metode Naive Bayes cukup efektif dan dapat diimplementasikan sebagai alat bantu dalam
mengidentifikasi berita yang berkaitan dengan program-program prioritas Pemerintah Kota Medan
secara otomatis.

Kata Kunci: Naive bayes, Klasifikasi berita, Program Prioritas Pemerintah.
Abstract

This study aims to implement the Naive Bayes algorithm to classify online news related to the Medan
City Government into Priority and Non-Priority categories. The dataset consists of 207 news headlines
collected from various online sources. Each headline undergoes several preprocessing stages, including
case folding, tokenizing, stopword removal, and stemming, to produce binary feature representations
used for classification. The dataset is divided into 70% training data-and 30% testing data to
objectively evaluate model performance. Based on the confusion matrix, the Naive Bayes algorithm
achieves an accuracy of 85.71% in categorizing news headlines into their appropriate classes. These
findings indicate that the Naive Bayes method is effective and can be implemented as a supporting tool
to automatically identify news related to the priority programs of the Medan City Government.

Keywords: Naive Bayes, News Classification, Government Priority Programs.
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PENDAHULUAN

Kehadiran internet mengubah cara manusia saling berinteraksi. Pesatnya
perkembangan teknologi komunikasi pun mendorong perubahan hubungan antara
teknologi, industri, dan konsumsi media (Suciska et al., 2020). Saat ini, informasi
lebih banyak diperoleh melalui media daring dan media sosial dibandingkan media
konvensional seperti televisi atau surat kabar. Di Indonesia, konsumsi berita online
dan melalui media sosial menjadi yang tertinggi dibandingkan kanal lainnya
(Anugrafianto & Artikel, 2023). Hal ini menandakan adanya pergeseran perilaku
masyarakat dalam memperoleh informasi, sekaligus memperlihatkan potensi
peredaran informasi yang masif, cepat, dan beragam kualitasnya (Kurnia Ilahi et al.,
2021).

Perubahan tersebut menuntut instansi pemerintah untuk mampu
beradaptasi dalam mengelola dan memantau informasi publik secara lebih efisien.
Dinas Komunikasi dan Informatika (Diskominfo) Kota Medan sebagai instansi yang
berperan penting dalam penyebaran informasi publik memiliki tanggung jawab
besar untuk memastikan bahwa data dan kegiatan publikasi pemerintah daerah
dapat dikelola serta dimonitor secara akurat dan transparan. Kegiatan utama pada
Divisi Komunikasi Publik meliputi pengelolaan kliping berita dari berbagai media
massa yang memuat aktivitas Wali Kota Medan, publikasi program pembangunan,
serta kegiatan prioritas daerah.

Namun, dalam pelaksanaannya, proses penginputan berita kegiatan Wali
Kota Medan saat ini masih dilakukan melalui Google Form. Setiap berita yang masuk
kemudian dikategorikan secara manual ke dalam label program prioritas atau non-
prioritas. Proses manual ini membutuhkan waktu yang cukup lama dan rentan
terhadap ketidakkonsistenan, terutama karena jumlah data berita yang diinput
setiap hari sangat besar dan terus bertambah. Selain itu, variasi bahasa dan topik
berita membuat proses Kklasifikasi manual menjadi semakin kompleks dan
berpotensi menimbulkan kesalahan kategori. Kondisi tersebut menghambat
efektivitas proses pemantauan serta memperlambat penyusunan laporan evaluasi
publikasi media yang berkaitan dengan kinerja Pemerintah Kota Medan.

Untuk mengatasi permasalahan tersebut, diperlukan sistem dengan
pendekatan berbasis machine learning yang mampu melakukan klasifikasi berita
secara otomatis dan akurat . Salah satu algoritma yang banyak digunakan untuk
tugas klasifikasi teks adalah Naive Bayes, yang dikenal karena kesederhanaan,
efisiensi, dan performanya yang baik dalam pengolahan data teks (text
mining)(lrsyad Ramadhan & Zufria, 2024). Algoritma ini bekerja berdasarkan teorema
Bayes dengan asumsi independensi antar fitur, sehingga mampu memberikan hasil
yang optimal dalam waktu pemrosesan yang relatif singkat (Purnama & Wahyudi,
2024).
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Sejumlah penelitian terdahulu telah menunjukkan efektivitas algoritma
Naive Bayes dalam konteks Kklasifikasi teks dan berita. (Febriyanty et al.,, 2023)
membandingkan kinerja Naive Bayes dan Support Vector Machine dalam deteksi
berita hoaks berbahasa Indonesia dan menemukan bahwa Naive Bayes memiliki
akurasi mencapai 88%, lebih tinggi dibandingkan SVM (75,5%). Penelitian lain oleh
(Bhakti et al, 2024) juga berhasil mengimplementasikan Naive Bayes untuk
klasifikasi kategori berita umum dengan hasil akurasi yang stabil. (Tarigan et al.,
2024) membuktikan bahwa dengan penerapan pembobotan TF-IDF, Naive Bayes
dapat mencapai akurasi hingga 97% dalam mendeteksi berita hoaks. Selain itu,
(Pramudita et al., 2024)menunjukkan bahwa Naive Bayes dapat digunakan untuk
analisis sentimen publik terhadap program pemerintah, dengan akurasi mencapai
84,99%.

Dari berbagai penelitian tersebut dapat disimpulkan bahwa algoritma Naive
Bayes memiliki performa yang kuat dalam menangani klasifikasi teks berbahasa
Indonesia, baik dalam Kkonteks' deteksi hoaks, analisis sentimen, maupun
kategorisasi berita. Namun, sebagian besar penelitian sebelumnya masih berfokus
pada klasifikasi hoaks atau sentimen publik, bukan pada klasifikasi berita kebijakan
daerah berdasarkan program prioritas pemerintah. Oleh karena itu, terdapat
kesenjangan riset yang dapat diisi melalui penerapan Naive Bayes dalam konteks
klasifikasi berita program prioritas Pemerintah Kota Medan.

Penelitian ini bertujuan untuk mengimplementasikan algoritma Naive Bayes
dalam Kklasifikasi berita online yang berkaitan dengan kegiatan Wali Kota Medan
berdasarkan sepuluh program prioritas Pemerintah Kota Medan. Dengan adanya
sistem ini, proses penginputan dan pengelompokan berita yang semula dilakukan
secara manual dapat digantikan dengan sistem klasifikasi otomatis yang lebih cepat,
akurat, dan konsisten. Secara teoretis, penelitian ini diharapkan dapat memberikan
kontribusi terhadap pengembangan penerapan machine learning dalam analisis
kebijakan publik berbasis teks. Sedangkan secara praktis, hasil penelitian ini dapat
menjadi dasar pengembangan sistem pemantauan media berbasis web yang
membantu Diskominfo Kota Medan dalam mengelola data publikasi secara efektif,
meningkatkan efisiensi kerja, serta memperkuat akuntabilitas komunikasi publik
pemerintah daerah.

METODE PENELITIAN
A. Pendekatan Penelitian

Penelitian ini menggunakan pendekatan kuantitatif eksperimental dengan
metode machine learning supervised classification. Fokus utama penelitian adalah
mengimplementasikan dan menguji performa algoritma Naive Bayes dalam
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melakukan Kklasifikasi teks berita daring ke dalam kategori Prioritas dan Non
Prioritas.

Pendekatan ini dipilih karena mampu menghasilkan model klasifikasi
berbasis probabilistik yang dapat memprediksi kategori berita baru berdasarkan
pola kata dari data pelatihan (training data)(Wibowo et al., 2024). Proses eksperimen
dilakukan melalui tahapan pengumpulan data, praproses teks, pelabelan data,
pelatihan model, dan evaluasi kinerja menggunakan metrik akurasi, presisi, recall,
dan F1-score (Soleman, 2021).

B. Sumber Data

Data yang digunakan dalam penelitian ini berupa judul dan isi berita daring yang
diperoleh dari beberapa portal berita lokal maupun nasional yang secara rutin
meliput kegiatan Pemerintah Kota Medan. Portal-portal berita tersebut meliputi
media seperti Medan Pos, Analisa Daily, Tribun Medan, Waspada Online, dan
beberapa situs berita lain yang menayangkan publikasi resmi terkait aktivitas Wali
Kota Medan dan program-program prioritas Pemerintah Kota Medan.

Proses pengumpulan data dilakukan secara manual, yaitu dengan mencari,
menyeleksi, dan menyalin berita-berita yang relevan dari berbagai sumber daring
(Hartono et al., 2023). Berita yang dikumpulkan merupakan publikasi yang memuat
kegiatan Pemerintah Kota Medan, khususnya yang berkaitan dengan sepuluh
program prioritas Wali Kota Medan. Dari hasil proses pengumpulan tersebut,
diperoleh sebanyak 207 berita daring yang kemudian digunakan sebagai dataset
dalam penelitian ini.

C. Proses Praproses Teks

Proses praproses dalam penelitian ini mencakup beberapa langkah utama,
yaitu case folding, tokenisasi, stopword removal, stemming, dan TF-IDF
vectorization (Setiawan et al, 2025). Langkah-langkah ini dilakukan secara
berurutan agar menghasilkan data yang terstruktur dengan baik dan siap digunakan
pada tahap pelatihan model Naive Bayes (Rahutomo et al., 2019). Proses tersebut
divisualisasikan pada Gambar 1, yang memperlihatkan alur mulai dari data berita
mentah hingga terbentuk representasi vektor numerik hasil TF-IDF yang akan
menjadi input bagi model klasifikasi (Denny et al., 2019).

h 4

Tokenizasi

h

Case Folding

h 4

Y

TF / IDF Vectorization

Steaming - Stopword Removal

Data mentah

Gambar 1 Pre-processing Stage
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D. Labeling dan Kategori Kelas

Proses pelabelan data dilakukan berdasarkan kesesuaian isi berita dengan
sepuluh program prioritas Pemerintah Kota Medan, seperti revitalisasi pasar
tradisional, pengembangan ruang terbuka hijau, transportasi publik terintegrasi,
pengelolaan sampah, pembangunan drainase, pusat Kkreativitas anak muda,
penanggulangan stunting, pengembangan pariwisata, penyediaan air bersih dan
sanitasi, serta digitalisasi pendidikan. Berita yang memiliki keterkaitan dengan salah
satu program tersebut diberi label “Prioritas”, sedangkan berita lain yang tidak
relevan secara langsung diberi label “Non-Prioritas”. Pelabelan dilakukan secara
manual oleh dua validator independen dengan meninjau isi berita untuk
memastikan kesesuaian konteks. Hasil pelabelan kemudian dibandingkan
menggunakan inter-rater agreement guna mengukur tingkat konsistensi antar
penilai, dan dataset akhir ini digunakan dalam proses pelatihan serta pengujian
model Naive Bayes (Febriyanty et al,, 2023).

E. Naive Bayes Classification

Naive Bayes Classifier adalah suatu metode klasifikasi yang berasal dari
teorema Bayes. Metode ini menggunakan probabilitas dan statistik untuk melakukan
klasifikasi. Naive Bayes Classifier memprediksi peluang di masa depan berdasarkan
pengalaman di masa sebelumnya (Rieuwpassa et al, 2024). Model bekerja
berdasarkan rumus teorema Bayes berikut:

di mana:

e P(CIX) adalah probabilitas kelas C diberikan fitur X,

e P(X]|C) adalah probabilitas munculnya fitur pada kelas tersebut,
e P(C) adalah probabilitas awal kelas, dan

e P(X) adalah probabilitas fitur secara keseluruhan.

Model ini mengasumsikan bahwa setiap kata pada dokumen bersifat
independen terhadap kata lainnya. Meskipun asumsi tersebut sederhana, berbagai
studi membuktikan efektivitasnya untuk tugas Kklasifikasi berita dan analisis
sentiment (Cahyani & Budiman, 2025).

HASIL DAN PEMBAHASAN
A. Pengumpulan Data

Pada tahap ini dijelaskan sumber dan jenis data yang digunakan dalam
penelitian. Data yang dikumpulkan berupa judul-judul berita kegiatan Pemerintah
Kota Medan yang diambil dari portal berita daring lokal. Setiap berita diberi label
prioritas atau non-prioritas berdasarkan kesesuaiannya dengan sepuluh program
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prioritas Pemerintah Kota Medan, seperti revitalisasi pasar tradisional,
pengembangan RTH, transportasi publik, dan sebagainya. Dataset disimpan dalam
format Excel dan dibagi menjadi data latih (70%) dan data uji (30%).

Tabel 1 Data Mentah

No | Judul berita

1 Warga Mabar Hilir Curhat Soal Banjir Lingkungan, Rico Waas: Kita Segera
Tuntaskan

2 Taman Hening dan Gajah Mada Dibenahi, Wali Kota Medan Rico Waas
Berencana Tambah Jogging Track

3 Nobar Timnas vs Vietnam di Balai Kota Medan, Rico Waas: Pertahanan
Vietnam Ketat Seperti Kanebo Baru

4 Hadiri Maulid Nabi, Rico Waas Tegaskan Ketenteraman Keluarga Kunci
Kedamaian Medan

206 | Rico Waas Targetkan Taman Kota yang Ramah Bagi Anak

207 | Wali Kota Medan Rico Waas Tutup Porkot XV 2025, Hadirkan Atraksi dan
Lucky Draw Berhadiah Motor

B. Tahap Pre-processing

Sebelum digunakan untuk klasifikasi, dataset terlebih dahulu diolah melalui
tahap pre-processing. Tahap ini merupakan bagian penting dari proses data mining
yang bertujuan menyiapkan data mentah agar layak untuk dianalisis. Dalam
penelitian ini, data berupa judul-berita dari portal daring Kota Medan dibersihkan
dari kesalahan agar analisis klasifikasi terhadap program prioritas Pemerintah Kota
Medan memberikan hasil yang akurat dan relevan.
1. Case Folding

Tahap pertama akan dilakaukan Transform Cases, proses ini bertujuan untuk
menyeragamkan penulisan huruf pada seluruh data teks agar tidak terjadi
perbedaan makna antara kata yang sebenarnya sama tetapi ditulis dengan bentuk
hurufberbeda (Cindy Astuti et al., 2024), hasil dari proses ini ditunjukkan pada table
2

Tabel 2 Case folding
No | sebelum sesudah
1 | Warga Mabar Hilir Curhat Soal Banjir| warga mabar hilir curhat soal banjir
Lingkungan, Rico Waas: Kita Segera| lingkungan rico waas Kkita segera
Tuntaskan tuntaskan

Device : Journal Of Information System, Computer Science And Information Technology | 803



Vol. 6 No. 2 Desember 2025 Hal : 798 - 815

E-ISSN: 2723-1089
P-ISSN: 2776-7779

Taman Hening dan Gajah Mada
Dibenahi, Wali Kota Medan Rico Waas
Berencana Tambah Jogging Track

taman hening dan gajah mada
dibenahi wali kota medan rico waas
berencana tambah jogging track

Nobar Timnas vs Vietnam di Balai
Kota Medan, Rico Waas: Pertahanan
Vietnam Ketat Seperti Kanebo Baru

nobar timnas vs vietnam di balai kota
medan rico waas pertahanan

vietnam ketat seperti kanebo baru

Rico Waas
Keluarga

Hadiri Maulid Nabi,
Tegaskan Ketenteraman
Kunci Kedamaian Medan

hadiri maulid nabi rico waas

tegaskan ketenteraman keluarga
kunci kedamaian medan

2. Tokenisasi
Proses berikutnya adalah tokenizing atau tokenisasi,. Tujuan dari tokenisasi
adalah agar sistem dapat memahami teks bukan sebagai satu kalimat utuh,
melainkan sebagai kumpulan kata yang dapat diolah secara terpisah (Yoga Pratama
et al,, 2025), hasil dari proses ini ditunjukkan pada table 3.

Tabel 3 Tokenisasi

No | sebelum sesudah

1 warga mabar hilir curhat soal banjir| 'warga’, 'mabar’, 'hilir’, 'curhat’, 'soal’,
lingkungan rico waas Kkita segera| 'banjir’, 'lingkungan', 'rico', 'waas’,
tuntaskan 'kita', 'segera’, 'tuntaskan'’

2 taman hening dan gajah mada| 'taman’, ‘'hening’, 'dan', ‘'gajah’,
dibenahi wali kota medan rico waas| 'mada’, 'dibenahi', 'wali’, 'kota’,
berencana tambah jogging track 'medan’, 'rico', 'waas', 'berencana’,

'‘tambah’, jogging’, 'track’

3 nobar timnas vs vietnam di balai kota| 'nobar’, 'timnas’, 'vs', 'vietnam', 'di’,
medan rico waas pertahanan vietnam| 'balai’, 'kota', 'medan’, 'rico', 'waas’,
ketat seperti kanebo baru 'pertahanan’, 'vietham', 'ketat’,

'seperti', 'kanebo’, 'baru’

4 hadiri maulid nabi rico waas tegaskan| 'hadiri’, 'maulid’, 'nabi’, 'rico’, 'waas’,
ketenteraman keluarga kunci| 'tegaskan’, 'ketenteraman’,
kedamaian medan 'keluarga’, 'kunci, 'kedamaian’,

'medan’

3. Stopword Removal
Tahap selanjutnya adalah stopwords removal, stopword removal dilakukan
untuk membuang kata dalam data teks yang sering muncul dan tidak berhubungan
dengan teks (Zufria et al., 2024). hasil dari proses ini ditunjukkan pada table 4

Device : Journal Of Information System, Computer Science And Information Technology | 804



Vol. 6 No. 2 Desember 2025 Hal : 798 - 815

E-ISSN: 2723-1089
P-ISSN: 2776-7779

Tabel 4 Stopword Removal

No | sebelum

sesudah

1 'warga’, 'mabar’, ‘hilir', ‘curhat,
'soal', 'banjir', 'lingkungan', 'rico’,
'waas’, 'kita’, 'segera’, 'tuntaskan’

'warga' 'mabar’ 'hilir' 'curhat’ 'banjir’
'lingkung' 'rico’ 'waas' 'tuntaskan’

2 'taman', ‘'hening', ‘'dan’, 'gajah’
'mada’, 'dibenahi', 'wali', 'kota’,
'medan’, 'rico’, 'waas’, 'berencana’,
'tambah’, ‘jogging’, 'track’

'taman' ‘'hening' ‘'gajah’ 'mada’
'benahi' 'wali' 'kota' 'medan' 'rico'
'waas' 'rencana' 'tambah' 'jogging'
"track’

3 'nobar’, 'timnas', 'vs', 'vietham', 'di’,
'balai’, 'kota’, 'medan’, 'rico’, 'waas’,
'pertahanan’, ‘'vietnam', ‘'ketat’,

'seperti', 'kanebo’, 'baru’

'nobar’ 'timnas' 'vietnam' 'balai' 'kota’
'medan’ 'rico' 'waas' 'tahan' 'vietnam'
'ketat' 'kanebo' 'baru’

4 'hadiri', 'maulid’, 'nabi’, 'rico’, 'waas',
'tegaskan’, 'ketenteraman’,
'keluarga’, ‘'kunci', - 'kedamaian’,
'medan’

'hadiri' 'maulid" 'nabi' 'rico' 'waas’
'tegas’ 'tentram’' 'keluarga' 'kunci'
‘damai' 'medan’

4. Steamming

Selanjutnya adalah proses stemming, yaitu tahap untuk mengubah setiap
kata ke bentuk dasarnya (root word). Tujuan utama dari stemming adalah

menyederhanakan variasi bentuk kata agar

sistem mengenal kata dengan makna

yang sama sebagai satu entitas tunggal, hasil dari proses ini ditunjukkan pada table

5

Tabel 5 Steamming

No | sebelum

sesudah

'benahi' 'wali' 'kota' 'medan’ 'rico'
'waas' 'rencana’ 'tambah' 'jogging'
"track’

1 'warga' 'mabar’ ‘hilir' * 'curhat'| 'warga' 'mabar’ 'hilir' 'curhat' 'banjir’
'banjir’ 'lingkungan’ 'rico' ‘'waas'| 'lingkung' 'rico' 'waas' 'tuntas’
"tuntaskan’

2 '‘taman' ‘'hening' 'gajah' 'mada’| 'taman''hening''gajah’' 'mada’ 'benah’

'wali" 'kota' 'medan’ 'rico' 'waas'
'rencana' 'tambah' 'jogging' 'track’

3 'nobar' 'timnas' 'vietnam' 'balai’
'kota' 'medan’ 'rico' 'waas' 'tahan'
'vietnam' 'ketat’ 'kanebo’ 'baru’

'nobar' 'timnas' 'vietnam' 'balai' 'kota’
'medan’ 'rico' 'waas’ 'tahan' 'vietham'
'ketat' 'kanebo' 'baru’

4 'hadiri' 'maulid" 'nabi' 'rico' 'waas'
'tegas’ 'tentram' 'keluarga' 'kunci'
'damai' 'medan’

'hadir' 'maulid’ 'nabi' 'rico' 'waas’
'tegas’ 'tentram' ‘'keluarga' 'kunci'
'damai' 'medan’
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5. Pembobotan TF-IDF
Dari dokumen pertama, kata “banjir” muncul sebanyak 1 kali dari total 12
kata. Maka perhitungan nilai Term Frequency (TF) adalah sebagai berikut:

1
panjir = 5 =0-0833

Selanjutnya dilakukan perhitungan nilai Inverse Document Frequency (IDF).
Berikut adalah langkah perhitungannya:

1
IDFbanﬁrzlog (Z) log (4) =0.6020

Setelah memperoleh nilai TF dan IDF, langkah berikutnya adalah menghitung
nilai TF-IDF dengan mengalikan kedua nilai tersebut:

TFIDF, . =0.0833 x 0.6020 = 0.0501
anjir

Perhitungan di atas disajikan sebagai contoh untuk menggambarkan proses
pembobotan TF-IDF pada salah satu kata dalam satu dokumen. Nilai TF, IDF, dan TF-
IDF yang diperoleh hanya bertujuan memberikan ilustrasi mengenai tahapan
perhitungannya, sementara perhitungan sebenarnya pada penelitian ini dilakukan
pada seluruh kata dalam keseluruhan dataset agar menghasilkan bobot yang lebih
komprehensif dan akurat.

C. Pengujian dan Hasil
1. Implementasi Algoritma Naive Bayes

Dalam penelitian ini, algoritma Naive Bayes digunakan untuk
mengklasifikasikan 207 data latih berupa judul berita ke dalam kategori Prioritas
dan Non-Prioritas berdasarkan distribusi probabilitas dari fitur biner. Setiap judul
direpresentasikan dengan nilai 1 atau 0 sesuai kemunculan kata tertentu. Untuk
contoh perhitungan, dipilih 4 data latih secara acak agar variasi kata dalam dataset
tetap terwakili. Data latih tersebut ditampilkan pada table 6 berikut.

Tabel 6 Data uji

No | Judul Clean Text Label

1 Warga Mabar Hilir Curhat | ‘warga’ ‘mabar’ ‘hilir’ ‘curhat’| Prioritas
Soal Banjir Lingkungan, Rico | ‘soal’ ‘banjir’ ‘lingkung’ ‘rico’
Waas: Kita Segera Tuntaskan | ‘waas’ ‘kita’ ‘segera’ ‘tuntas’

2 Taman Hening dan Gajah | “taman’ ‘hening’ ‘dan’ ‘gajah’| Prioritas
Mada Dibenahi, Wali Kota | ‘mada’ ‘benah’ ‘wali’ ‘kota’
Medan Rico Waas Berencana | ‘medan’ ‘rico’ ‘waas’ ‘rencana’
Tambah Jogging Track ‘tambah’ ‘jogging’ ‘track’

3 Nobar Timnas vs Vietnam di | ‘nobar’ ‘timnas’ ‘vs’ ‘vietham’ ‘di’| Non
Balai Kota Medan, Rico | ‘balai’ ‘kota’ ‘medan’ ‘rico’ ‘waas’| Prioritas
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Waas: Pertahanan Vietnam | ‘tahan’ ‘vietnam’ ‘ketat’ ‘seperti’

Ketat Seperti Kanebo Baru ‘kanebo’ ‘baru

4 Hadiri Maulid Nabi, Rico | ‘hadir’ ‘maulid’ ‘nabi’ ‘rico’ ‘waas’| Non
Waas Tegaskan | ‘tegas’ ‘tentram’  ‘keluarga’| Prioritas
Ketenteraman Keluarga | ‘kunci’ ‘damai’ ‘medan’

Kunci Kedamaian Medan

Data | Rico Waas Merenofasi | ‘rico’ ‘waas’ ‘renovasi’ ‘taman’ | ?
Uji | Taman Cadika ‘cadika’

Pada tahapan Kklasifikasi, proses penentuan kelas diawali dengan
menghitung prior probability untuk masing-masing kategori.
Jumlah Kelas X

P( Kelas kategori) =
Jumlah Kategori

Dengan menggunakan persamaan diatas, maka probabilitas dari setiap kelas
pada kategori adalah

2
a. P( Prioritas\Kategori) = I =0,5

2
b. P( Non Prioritas|\Kategori) = Z =0,5

Perhitungan nilai conditionalprobability

Dengan persamaan rumus di atas maka dapat di hitung probailitas dari term
pada setiap kelas pada kategori.

a. Prioritas

P(’l Priorit )— = = 0,75

lCOI Loritas > 2 | )
WaaS| rioricas) = > 2 - | — Y,
enovaSlI Loricas > > | )
amanl toricas > 2 | )
caat al Loritas 2 2 | )

b. Non Prioritas
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( B N . . ) 2 I 1 3 0

( N . . ) 2 1 3 O

( . N . . ) C I 1 3 0
I (( ﬂd.k N ] ) —_ - - O,

Posterior Prioritas

P( Prioritas|X)} =P{( Prioritas) X (0.75x 0.75x 0.25x 0.50x 0.25)
= 0.5x 0.017578125
= (.0087890625

Posterior Non Prioritas

P(Non Prioritas|X) =P( Non Prioritas) % (0.73x%0.75x%0.25x0.25x0.25)
= 0.5x 0.0087890625
= 0.00439453125

Berdasarkan hasil perhitungan menggunakan algoritma Bernoulli Naive
Bayes, berita uji “Rico Waas Merenovasi Taman Cadika” diklasifikasikan ke dalam
kategori Prioritas.

2. Pengujian Model

Pada tahap pengujian model, dari total 207 data, dilakukan pembagian 70%
data latih dan 30% data uji, sehingga diperoleh 42 data uji untuk mengevaluasi
kinerja klasifikasi. Pembagian ini memastikan bahwa model tidak hanya belajar dari
data latih, tetapi juga diuji menggunakan data baru sehingga hasil prediksinya dapat
dinilai secara objektif untuk menghitung nilai akurasi dapat ditentukan dengan
rumus dibawabh ini.

T prioritas + T non prioritas

Akurasi =
total data uji

Setelah dilakukan pengujian model pada data uji maka hasil yang di peroleh
adalah sebagai berikut:
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Akurasi: ©.8571428571428571
Laporan Klasifikasi:
precision recall fl-score support
Non Prioritas 0.89 8.80 9.84 20
Prioritas .83 8.91 @.87 22
accuracy 9.86 42
macro avg ©.86 .85 9.86 42
weighted avg 0.86 0.86 .86 42

Gambar 2 Akurasi data uji

3. Evaluasi Model

Pada tahap evaluasi model, hasil prediksi dibandingkan dengan label
sebenarnya menggunakan confusion matrix untuk melihat sejauh mana model
dapat mengklasifikasikan data dengan benar. Matriks ini menampilkan jumlah
prediksi benar dan salah pada kategori Prioritas dan Non-Prioritas, sehingga
memudahkan penilaian akurasi dan kinerja keseluruhan model.

Confusion Matrix Klasifikasi Program Prioritas

20
18
4 16
14
12
- 10

-8

- 2

-6

-4

I -2

MNon Prioritas Prioritas
Prediksi

Non Prioritas

Aktual

Prioritas

Gambar 3 Confussion Matriks pada data uji

Berdasarkan confusion matrix di atas, dapat dilihat bahwa model mampu
mengklasifikasikan sebagian besar data dengan benar, yaitu 16 data Non-Prioritas
dan 20 data Prioritas yang terprediksi sesuai label sebenarnya. Sementara itu, masih
terdapat beberapa kesalahan prediksi, yaitu 4 data Non-Prioritas yang salah
diklasifikasikan sebagai Prioritas dan 2 data Prioritas yang diprediksi sebagai Non-
Prioritas. Untuk mengetahui kinerja model secara keseluruhan, selanjutnya

dilakukan perhitungan akurasi menggunakan rumus berikut.
16+ 20

Akurasi=— x 100% =85,71%
16+ 4+ 2+ 20
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Berdasarkan hasil perhitungan manual menggunakan confusion matrix,
diperoleh akurasi sebesar 85,71%. Nilai ini menunjukkan bahwa model berhasil
mengklasifikasikan sebagian besar data uji dengan benar, sehingga dapat dikatakan
bahwa kinerja model dalam membedakan berita Prioritas dan Non-Prioritas berada
pada kategori baik.

Distribusi Data Berdasarkan Label
1Ub
101

80

60

Jumlah Data

204

Prioritas Naon Prioritas
Kategori

Gambar 4 Jumlah data per kategori

Berikut ini ditampilkan WordCloud yang menggambarkan frekuensi

kemunculan kata pada judul-judul berita dalam dataset.
WordCIaud Seluruh Judul Berita
Hadiri Aca

Pelatihan Kowasan Bersik Ker ja 514
“orsmBET Sama tepas Masyara katKembabl?gl Sumut
Wa rgal inta. "'“"”%ormﬂ

Wisat aman Ko ban Segera Reman
Pastlkan Jaga ----- ni
ApEr651a51 R - Wa a SJalanHadlI"l
Pemban unan a """"
UntUkUM%u] f-l g " M d ijau
Stuntlng avmgga ;

talisasi ?

Revita
unjungi
Chun
Atlet

x ridak Ol - Ketua :
Dapat| a"T Bel mI t:
o

Fe7 4o pencegahante -z :
Ketu DPRD Peka:Med ||z—= :aﬂru
JSaeah d o %MB‘*lawad K& Sekolah

anjir 58

p::;;;;,lJMTQ Ke a AR arss ‘Drainase

Rico {aiin i P Denko ul 1 l

Gambar 5 Wordcloud judul berita

D. Rancangan ke Sistem

Berdasarkan analisis yang telah dilakukan terhadap metode Naive Bayes
dalam pemilihan kategori pada judul berita, perancangan sistem ini disusun untuk
memastikan setiap tahapan klasifikasi berjalan secara terstruktur dan efisien, maka
hasil dari perancngan sebagai berikut:
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1. Use case diagaram

V. i
pa)
i
¥,
Pegawal \'@

~
[
B

Admin

Gambar 6 use case diagram

2. Activity diagram

pegawai sistem

8 Menampilkan
input E halaman input berita

proses algoritma
naive bayes

Prioritas Non Prioritas

Gambar 7 Diagram activity

3. Desain Interface

Halaman login merupakan bagian awal yang harus diakses oleh pengguna
sebelum memasuki sistem. Halaman ini berfungsi sebagai proses autentikasi untuk
memastikan bahwa hanya pengguna yang memiliki hak akses yang dapat masuk ke
dalam aplikasi.
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Gambar 8 Halaman login

Setelah berhasil melakukan login, pengguna akan diarahkan ke halaman
dashboard yang berfungsi sebagai pusat informasi utama di dalam sistem, tempat
berbagai menu, ringkasan data, dan fitur penting ditampilkan secara ringkas dan
mudah diakses.

SI-KABRI Dashboard

@ Dashboard

Distribusi Sentimen Berita Jumlah Data Sistem

Gambar 9 Halaman dashboard

Pada halaman ini, pengguna dapat memasukkan informasi seperti tanggal,
nama media, judul berita, serta menentukan sentimen berita.

SI-KABRI Dashboard
@ Dashboard

[# Tambah Kliping Berita

11/2025 a

Gambar 10 Halaman input berita
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Sistem juga memberikan notifikasi bahwa klasifikasi kategori Prioritas atau
Non Prioritas akan dilakukan secara otomatis.

Tambah Data Berhasil

Kategori otomatis: Prioritas

Gambar 11 Notifikasi hasil

Data ini dapat dikelola oleh pengguna melalui fitur tambah, edit, dan hapus
pada menu aksi, sehingga memudahkan proses verifikasi dan pengelolaan arsip
berita secara efektif serta mendukung proses Kklasifikasi program prioritas
Pemerintah Kota Medan.

SI-KABRI Dashboard :

Data Kliping Berita

[ Tambah Data
Show| 10 & entries Search

No 1 Tanggal Media Judul Berita Sentimen | Kategori | Aksi

1 19/Nov/2025  agiodeliid Wali kota medan [Positif] [ Prioritas | o o
merenovasi taman
cadika

2 19/Now/2025  agiodeliid wali kota medan hadiri (D oo
maulid nabi

16/Nov/2025  agiodeliid Rico Waas Saksikan [ Positit o o

Penyembelihan

Hewan Kurban di

Gambar 12 Data yang tersimpan pada sistem

SIMPULAN

Berdasarkan proses pengujian yang dilakukan, implementasi algoritma Naive
Bayes dalam mengklasifikasikan berita online terkait Program Prioritas Pemerintah
Kota Medan menunjukkan kinerja yang cukup baik. Model yang dibangun mampu
mengenali pola-pola teks pada berita sehingga dapat membedakan antara kategori
Prioritas dan Non Prioritas secara otomatis. Dari hasil evaluasi menggunakan
dataset yang telah melalui tahapan pra-pemrosesan, diperoleh nilai akurasi sebesar
85,71%, yang mengindikasikan bahwa algoritma Naive Bayes efektif digunakan
dalam sistem klasifikasi berita pada penelitian ini.
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